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Abstract

The paper proposes solution of the topical scientific problem that consists in developing a geometrical method of predicting quality indicators of iron ore deposits, applying a mathematical model of a multidimensional random geochemical field which is realized on the basis of self-organizing prediction methods. The authors develop a multidimensional heuristic prediction algorithm that uses a polynomial of arbitrary power and enables description of any functional dependency. It is demonstrated that a system of equations of a multidimensional random geochemical field should be used to mathematically describe elements of the rock massif. The grapho-analytical model of the deposit is built using geostatistical methods. It is determined that at Kryvybas deposits the kriging method is the most suitable for assessing and improving reliability of the input geological data since detailed geological exploration is carried out by means of an irregular grid of boreholes. An important aspect of geometrization of iron ore deposits is geometrical prediction of their quality indicators for solving tasks of long-term and current planning in order to provide the most efficient performance of the mining enterprise to improve rationalization of deposit development.
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1. Introduction

Sustainable economic development based on scientific and technological achievements is impossible without further development of the mining industry which requires expansion of the raw material base of mining enterprises [1], improvement of mining technologies [2–5], substantiation of mining methods [6, 7], selection of rational technical means of mining [8, 9]. This, in turn, requires improving the scientific basis of predictions and geological assessment of mineral deposits, increasing completeness of mineral use and applying an integrated approach [10–12]. To solve these problems, it is necessary to create deposit models that provide reliable mining and geological data obtained by geometrical methods.

Geometrical graphs depicting the quality of deposits enable establishing a certain relationship between components of the useful mineral, thus determining these components’ location. This is of great importance for the deposit design and operation [13–15]. Such graphs make it possible to plan extraction of minerals with a certain composition necessary for their mining and processing.

Sustainable safe economic development dependent on the use of subsoils [16–18] requires deepening of mining operations as well as industrial processing of ores with the low iron content and complex mineral composition. Application of flowsheets and equipment of large unit capacity results in increased quantitative and qualitative losses of the useful component [19] that affect processing, and decreased concentrate quality due to inefficient processing caused by uneven ore quality. The quality composition of ore most greatly influences the cost of the final product of metallurgical treatment.

At the same time, it should be borne in mind that technical and economic indicators of metallurgical treatment can be improved by not only the increased iron content but also achievement of a high degree of ore blending on the basis of geometrical assessment of the massif.

Increased depth of mining results in a stress-strain state of the rock massif [20–22], as well as the need to find reliable materials for timbering mine workings [23]. The problem of stability and geometric monitoring of the rock massif is gaining topicality [24–26].

A particularly important aspect of applying geometrization of iron ore deposits is geometrical prediction of their quality indicators for solving tasks of current and long-term planning in order to provide the most efficient performance of the mining enterprise to improve rationalization of deposit development. It is also of great importance to carry out mining operations with the minimal impact on the environment and the rock massif [27–30]. This can be achieved based on a clear understanding of rock properties and geological indicator distribution in the massif.

Mining and geometrical graphs of location of the deposit parameters are widely used in solving a wide range of practical problems of exploration, design and operation of the deposit, but in some cases they do not meet practical requirements in terms of both their accuracy and efficiency of geological-surveying data use. Poor quality of assessment of geological data in the subsoil plays a major role here. Reliability of geological data assessment in conditions of high variability of distribution of the indicators in the massif can be increased through geostatistical methods of assessment [31–33].
Many methods of geometrization are based on a simplified representation of a mathematical model of geological location in the form of a geochemical field and a random geochemical field. In this case, methods of geometrization of deposits based on principles of self-organization can most completely describe models of location of mining and geological parameters in the subsoil \[34–36\]. Such models enable description of complex patterns of location of indicators which makes it possible to predict location of geological indicators in the subsoil with great accuracy and, on this basis, plan the rational performance of the mining enterprise. Development of such methods is dealt with in the present paper.

2. Methods

The authors develop a methodology of geometricization of the iron ore deposit and prediction of quality indicators of its reserves on the basis of self-organizing algorithms \[37\]. Depending on the coordinates of space \(x, y, z\) and time \(t\), regularity of location of the parameter \(P\) can be described by the general type function (P.K. Sobolevsky geochemical field):

\[
P = f(x, y, z, t)
\]  
(1)

If location of the parameter \(q(P)\) is random, the mathematical model of its location can be written as a random geochemical field:

\[
P = f(x, y, z, t) + \tilde{\phi}(p)
\]  
(2)

where

\[
\tilde{\phi}(p) = \{\delta_1(p); \delta_2(p); \delta_3(p); \delta_4(p); \delta_5(p); \delta_6(p); \delta_7(p); \delta_{p1}; \delta_{p2}; \ldots; \delta_{pm}\}
\]

are dispersions of the parameter by the space and time coordinates.

These models, with the help of which a number of major theoretical and practical problems have been solved, can no longer be considered adequate in terms of complexity to the objects under study. Existing geometrization methods have therefore a number of serious limitations which either cannot be overcome in principle within the framework of the applied mathematical models or cause great theoretical and practical difficulties.

In addition, the predominantly linear interpolation used in mining plotting can lead to significant parameter errors in the inter-borehole space. Application of other types of interpolation (square, cubic, etc.) for this purpose does not always yield good results, as there are no reliable techniques for determining the type of interpolation corresponding to the complexity of the surface under consideration. Besides, plotting models with nonlinear interpolation is very laborious.

The above leads to the search for a more perfect and complex model of parameter location and new methods based on it to solve a wide range of mining and geometrical problems. A multidimensional random geochemical field is the model of this type. This model is successive and logically develops and refines available mathematical models of location.

Kryvbas iron ore deposits have a very heterogeneous geological structure. The patterns of indicator location are multi-faceted. Therefore, for their description, a multidimensional random geochemical field is accepted as a mathematical model:

\[
P = f(\bar{p}) + \tilde{\phi}(p)
\]  
(3)

where

\[
\bar{p} = \{x, y, z, t, p_1, p_2, \ldots, p_n\}
\]

and

\[
\tilde{\phi}(p) = \{\delta_1(p); \delta_2(p); \delta_3(p); \delta_4(p); \delta_5(p); \delta_6(p); \delta_7(p); \delta_{p1}; \delta_{p2}; \ldots; \delta_{pm}\}
\]

From equation (3) it follows that the value of the geological parameter \(P\) consists of the multidimensional vector \(f(\bar{p})\) that describes the pattern of the parameter location depending on the space-time coordinates \(x, y, z, t\) and other geological parameters \(p_1, p_2, \ldots, p_m\), as well as multidimensional dispersion of location \(\tilde{\phi}(p)\).

Practically, building model (3) is possible using principles of heuristic self-organization of mathematical models of complex systems. Given the limited amount of data in individual areas, the Group Method of Data Handling (GMDH) is the most preferred procedure for predicting the indicator within their boundaries.

The idea behind the GMDH is that a mathematical model of a complex system is built gradually, in the process of so-called multi-layer selection. Before building a model, a list of possible equation arguments and elements of the future equation (base function) is specified. According to the algorithm based on the suggested selection criteria by means of multiple searches, equations (their variables and coefficients are selected) are built that optimally correspond to complexity (variability) and degree of study of the modeled object.

In the GMDH procedure, all the input data

\[
\{p_i\}^n_{i=1}, \{x_i\}^n_{i=1},
\]

where \(P\) is the predicted indicator; \(x = \{x_1, x_2, \ldots, x_n\}\) are possible arguments of prediction equations; \(i = 1, 2, \ldots, n\) are of indicators \(P\) and \(x\) observation points, are divided into two sets: learning \(\{p_i\}^r_{i=1}, \{x_i\}^r_{i=1}\) and control \(\{p_i\}^k_{i=r+1}, \{x_i\}^k_{i=r+1}\), at that \(r + k = n\).

On the first set of points, the equation is built (the model is learning), on the second one, which is an external complement, the quality of the obtained equation, its predictive properties are controlled.
An important feature of the GMDH is that complete multidimensional description of a natural object is replaced by several layers of specially selected individual descriptions (base functions) compiled for pairs of input arguments:

\[ P = a_0 + a_1 x_g + a_2 x_c; \]
\[ P = a_0 + a_1 x_g + a_2 x_c + a_3 x_g x_c; \]
\[ P = a_0 + a_1 x_g + a_2 x_c + a_3 x_g x_c + a_5 x_c^2. \]  

(4)

The building of a mathematical model starts with the least squares calculation of coefficients of any of the individual descriptions at the points of the learning set:

\[ f_1^{(s)}(x_1, x_2); f_2^{(s)}(x_1, x_2); \]
\[ f_3^{(s)}(x_{m-1}, x_m). \]  

(5)

where \( s = c, m; (1) \) is the selection layer number.

At control points, which do not participate in calculating the coefficients of these models, their quality is checked by the criterion of the mean square deviation of the measured \( P_i \) from \( P_{ci} \) calculated by the equations (5) of the values of the predicted indicator:

\[ \delta_i = \left( \frac{1}{K} \sum_{k=1}^{K} (P_{ci} - P_i)^2 \right)^{\frac{1}{2}}; \delta_i = R_i - R_i^*. \]  

(6)

Next, all the equations (5) are ranked by criterion (6) and the best of them (by minimum values \( \delta_i \)) are accepted as arguments in equations (4) on the second layer of model selection, after which coefficients of new dependencies are calculated at the points of the learning set:

\[ y_1 = f_1^{(2)}(P_1, P_2); y_2 = f_2^{(2)}(P_1, P_2); y_3 = f_3^{(2)}(P_{m-1}, P_m). \]  

(7)

At the points of the control set, criterion (6) is calculated again for each equation of (7) and T of the best equations are ranked and selected according to it. If \( T_{m+1} > T_{m} \), it is necessary to proceed to the third layer of the selection, where all the described procedures are repeated. The model is built until the inequality \( T_{m+1} > T_{m} \) is met.

Complexity of the built equation increases from layer to layer of selection due to the increasing number of input variables and their power. When applying the first description from equations (4), only the number of accountable arguments increases, when applying the second and third ones the power is additionally taken into account.

Each individual description (4) is a function of two variables, this allowing reliable dependencies to be built on a small number of experimental points (7–10 points). The mathematical models of type (3) obtained in the described way are optimal both in terms of complexity and in the degree of study of the indicator to be predicted and arguments related to it. From a great number of arguments of the system "deposit", the method allows selecting only those ones that are actually related to the indicator to be predicted and establishing the type and strength of this relationship. The found equation describes the pattern of location of the indicator to be predicted. The value (6) evaluates the prediction error of this equation and is the multidimensional dispersion of the model.

Further modeling of the deposit is performed with the help of a multidimensional heuristic prediction algorithm (MHPA) developed by the authors. This algorithm realizes equations of a mathematical model of a multidimensional random geochemical field with maximum efficiency.

The idea behind the algorithm consists in finding the optimal type of function of indicator location, which gives the minimum deviation of the total of the absolute values of the calculated values from the actual ones.
where $a$, $b$, $c$, $d$, $k$, $h$ are numerical coefficients.

Functions (8)–(10) are a polynomial powers and coefficients of which can have both integer and fractional or negative values. Degrees, in turn, may be functions of the same kind as the whole polynomial. The increase in the order of powers or the number of variables that are added to the polynomial is not limited.

The procedure of the algorithm application is as follows. There is a grid of detailed exploration boreholes at the deposit. It is necessary to find a functional relationship between the quality indicators that are determined by the boreholes and the magnetic iron content in the blasted mass and then to extend it to the untreated areas of the deposit. In the inter-borehole space, the values obtained from the detailed exploration boreholes are interpolated to points with known magnetic iron values in the blasted mass and are accepted as arguments. It is reasonable to accept indicators with the distribution law similar to that of the one to be predicted as polynomial arguments. In this case, this is the total and magnetic iron content in detailed exploration boreholes.

Distances from the point to the nearest detailed exploration borehole must be taken as arguments, since accuracy of interpolation decreases with the increased distance from the borehole. Introduction of these distances enables improvement of regularity of change in accuracy and determination of corrections.

The total of deviations of calculated absolute values from actual ones at all points of the deposit with known quality indicators is accepted as the criterion of the algorithm efficiency. Individual deviations are introduced into the total with the weight inversely proportional to the distance from a given point to the nearest borehole. Thus, more accurate results of the function building have a higher priority when assessing the quality of the predictive function built.

The algorithm consists of several basic algorithms, such as the algorithm of double increase (decrease) of a numerical coefficient based on increasing the absolute value of the coefficient at the argument until the optimum condition of functions (8)–(10) is met, and a modified half-interval algorithm improving results of the previous algorithm. Performance of both algorithms, as well as the sequence of their use, is regulated by the system of conditional transitions, which makes it possible, when the results of finding numerical coefficients of the predictive function decrease, to proceed to addition of new coefficients, or to another method of searching for the optimal type of already available coefficients. In this algorithm, numerical coefficients are changed and values of the predictive function are fixed by a special method. With the help of the above algorithms, numerical coefficients are searched for again, starting with the one that gives the largest change in the predictive function and shows the greatest sensitivity. Then, the coefficient that gives the least change and sensitivity etc. is considered. If this search method does not produce positive results, consideration begins with the coefficient that gives the least change when it is excluded. Thus, the optimal method and direction of the search for the type of the predictive function are determined. Then transition to the algorithm of data grouping by values of deviations and building local predictive functions for individual areas of the deposit is made according to the above-described methods.
When dividing by zero or finding an even power root of a negative value, which may occur at individual points of the deposit, any constant value that best satisfies the efficiency criterion is conditionally accepted in the algorithm. This makes it possible to describe a discontinuous functional dependency. Based on the nature of the polynomial, any functional dependency can be described.

Geometrization and modeling of mineral deposit quality indicators are based on geological data assessment. Table 1 presents comparison of the most frequently used methods of geological data assessment.

As is seen from Table 1, geostatistical methods of assessment, including kriging, are the most efficient for assessing geological data.

Advantages of geostatistical methods include a clear mathematical statement; possibility of analytical formulation of calculations and high degree of their unification; when calculating reserves, the average values of indicators are compared with the geometrical shape of blocks and their spatial location, and anisotropy of mineralization is considered as well.

Kriging solves two main tasks: assessment of ore reserves and determination of this assessment accuracy.

The average content in a block is determined by the formula:

\[ z^* = \sum \alpha_i \cdot z(x_i) \]  

where \( z(x_i) \) is the useful component content in samples, \%; \( \alpha_i \) is the weighting coefficient (kriging).

The coefficient \( \alpha \) is determined by solving the system of kriging equations. The value \( \alpha \) depends on qualitative characteristics of variability of the content within the ore body under study and to which the block belongs. In this case, the main goal consists in finding such weighting coefficients that enable the best assessment of the content and the least assessment error.

There are several types of kriging, its selection depends on geological exploration and sampling data, mining systems, dimensions of blocks under assessment and their geometrical location.

Thus, it is reasonable to apply geostatistical methods to processing the input data and the modeling results.

### 3. Results and their discussion

The developed methodology was applied to assess Skelevatske deposit in Kryvbas.

At Skelevatske deposit of ferruginous quartzites, the ferruginous horizon \( \text{PR}\_sx\_4f \) is being mined. It comprises seven geological subhorizons, the productive thickness includes five of them – \( \text{PR}\_sx\_4f_2, \text{PR}\_sx\_4f_3, \text{PR}\_sx\_4f_4, \text{PR}\_sx\_4f_5, \text{PR}\_sx\_4f_6 \). Two subhorizons \( \text{PR}\_sx\_4f_1 \) and \( \text{PR}\_sx\_4f_7 \) are not mined due to high rock heterogeneity.

At the deposit of ferruginous quartzites, there is a close relationship between the magnetic iron content in the ore and the yield of concentrate from the ore and, in turn, between the total iron content and that of magnetic iron. In most cases, samples are taken for the content of total and magnetic iron. Therefore, it is necessary to find the relationship between the content of these components and the technological parameters of ores mined. During the detailed exploration of the deposit, the content of Fe\(_\text{mag} \) in ores was not determined, so the dependency of Fe\(_\text{mag} \) on Fe\(_\text{tot} \) was analyzed.

Areas with the regular character of variability of average useful component contents are singled out. Each of the selected areas is assigned the general value of the indicator to be predicted in it. This indicator is taken as the relationship between the magnetic iron and the concentrate yield from the ore. On this basis, predictive mining and geometrical modeling is performed.

Variability of the geological data on which prediction is based depends largely on location of the deposit parameters. Variability of the indicator can be detected and is considered standard. Different methods of assessing variability may produce ambiguous results. If the distance between the sampling points exceeds the critical geological exploration interval, the geological exploration grid is considered unusable because it does not reveal the nature of location of indicators in the subsoil. This requires so-called exploration grid thickening, i.e. addition of extra sampling points, which is expensive and not always feasible. However, it is possible that the method of assessing the geological exploration grid is not suitable for as-

---

### Tab. 2. Dependency of Femag on Fetot content based on blasted rock mass sampling data

<table>
<thead>
<tr>
<th>Ferruginous horizon</th>
<th>Predictive function</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR_sx_4f_2</td>
<td>Fe(<em>\text{mag} ) = 0.98 Fe(</em>\text{tot} ) - 6.24</td>
</tr>
<tr>
<td>PR_sx_4f_3</td>
<td>Fe(<em>\text{mag} ) = 0.87 Fe(</em>\text{tot} ) - 0.14</td>
</tr>
<tr>
<td>PR_sx_4f_4</td>
<td>Fe(<em>\text{mag} ) = 0.70 Fe(</em>\text{tot} ) + 4.10</td>
</tr>
<tr>
<td>PR_sx_4f_5</td>
<td>Fe(<em>\text{mag} ) = 0.85 Fe(</em>\text{tot} ) + 0.68</td>
</tr>
<tr>
<td>PR_sx_4f_6</td>
<td>Fe(<em>\text{mag} ) = 1.34 Fe(</em>\text{tot} ) - 18.48</td>
</tr>
</tbody>
</table>

### Tab. 3. Dependency of concentrate yield (\( \gamma \)) on Femag content based on blasted rock mass sampling data

<table>
<thead>
<tr>
<th>Ferruginous horizon</th>
<th>Predictive function</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR_sx_4f_2</td>
<td>( \gamma = 1.37 \text{Fe}_{\text{mag}} + 3.84 )</td>
</tr>
<tr>
<td>PR_sx_4f_3</td>
<td>( \gamma = 1.38 \text{Fe}_{\text{mag}} + 4.16 )</td>
</tr>
<tr>
<td>PR_sx_4f_4</td>
<td>( \gamma = 1.20 \text{Fe}_{\text{mag}} + 10.72 )</td>
</tr>
<tr>
<td>PR_sx_4f_5</td>
<td>( \gamma = 1.65 \text{Fe}_{\text{mag}} + 3.74 )</td>
</tr>
<tr>
<td>PR_sx_4f_6</td>
<td>( \gamma = 1.58 \text{Fe}_{\text{mag}} - 0.32 )</td>
</tr>
</tbody>
</table>

---
sessing the current grid, since the regularity of the geological indicators location is not consistent with assessment capabilities of this method. This raises the problem of selecting the method of exploration grid assessment.

The share of random and regular variability at a given exploration interval can be derived from the relation:

\[ \sigma^2_{\text{sec}} = \sigma^2 - \sigma^2_{\text{a}} \]  \hspace{1cm} (12)

where \( \sigma^2 \) is the standard; \( \sigma^2_{\text{a}} \) is the observed variability.

The dependency of assessment of the observed variability on the sampling interval, and the standard can be determined from the expressions:

\[ \sigma^2_{\text{a}} = \frac{1}{2(n-3)} \sum_{k=1}^{N-k} (u_{i+k} - \bar{u})^2 \]  \hspace{1cm} (13)

\[ \sigma^2 = \frac{1}{n-1} \sum (u_i - \bar{u})^2 \]  \hspace{1cm} (14)

where \( \bar{u} = \frac{1}{n} \sum u_i \) is the arithmetic average of series of observations of the parameter; \( n \) is the sampling interval.

To determine the radius of auto-correlation, the auto-correlation function is applied, its individual values are calculated by the formula

\[ \rho_{a}(l) = k(l) = 1 \frac{1}{\sigma^2(N-k)} \sum_{i=1}^{N-k} (u_i - \bar{u})(u_{i+l} - \bar{u}) \]  \hspace{1cm} (15)

where \( \bar{u} = \frac{1}{n} \sum u_i \) is the arithmetic average of a series of observations of the parameter; \( \sigma^2 \) is the dispersion of this series; \( k = 1, \ldots, N-1 \) is the exploration interval; \( N \) is the total number of exploration grid pitches along the section.

Assessment based on successive differences of the indicator slightly dependent on the nature of the pattern of quality indicators location is given in Figures 1, 2. As is seen from Figures 1, 2, the minimum critical geological exploration interval for magnetic iron at Skelevatske deposit is 600 m, which corresponds to the exploration grid parameters.

Figures 3, 4 demonstrate that the autocorrelation coefficient states the sinusoidal character of variability of the regular component of spatial location of indicators. This testifies to the non-linear nature of the existing pattern of component location. This enables the conclusion that the autocorrelation coefficient based on deviation from the sample average does not provide reliable assessment of geological data in Kryvbas conditions.

According to the GMDH procedure, the main regularities of distribution of geological indicators in the ferruginous subhorizons of the deposit are determined.

Preparatory operations include allotment of geologically homogeneous areas for prediction, selection of the variable scope needed for the prediction equation, and selection of points of the learning and control sets.

The stage of homogeneous geological areas allotment is necessary to improve accuracy of prediction equations. The areas should be allotted considering degrees of exploration, major tectonic disturbances, wedging-out, geological types of ore, etc. It should be noted that as the area and number of exploration boreholes decrease, the equation more accurately describes the local pattern in the predicted area, but it is unsuitable for identifying more general regularities throughout the minefield. The reverse is true for the increased prediction area (the number of exploration boreholes). The method enables finding coefficients of the equation even by 8 – 10 indicator measurement points. However, practice shows that the optimum number of exploration points in a homogeneous area is between 20 and 40 boreholes.

The variable scope needed for a prediction equation is chosen based on possible genetic relationships with the pre-
dicted indicator. In the case under study, in accordance with the geological concepts of genetic unity of the rocks forming Skelevatske deposit of ferruginous quartzites, as well as the need to predict technological parameters of the mined ores, such indicators as the total (Fe_{tot}) and magnetic iron (Fe_{mag}) content in the ores and concentrate yield (γ) are accepted as possible arguments for prediction equations. This is explained by the fact that the indicators have a regular character of location confirmed by the results of substitution of the obtained equations into the areas with known values of the indicators (Tables 2, 3).

Further modeling of the deposit was performed with the help of a multidimensional heuristic prediction algorithm (MHPA), developed by the authors. The magnetic iron content in the blasted rock mass was modeled. The contents of magnetic iron by exploration grid boreholes were taken as arguments of the predictive function. As a result of the algorithm performance, data grouping was made and three functional dependencies were found on the deposit, (Figure 5 (a), (b), (c)).

Kriging methods were used to create a grapho-analytical model of the deposit using the found predictive functions. The prediction results were interpolated to nodes of the 50×50 m square grid, then graphical models of the deposit were built (Figures 6, 7).

As a result of the study, prediction of spatial location of magnetic iron in the blasted rock mass is obtained. This is the most important technological indicator on which sustainable performance of the mining enterprise depends. Knowledge of spatial location of this indicator enables current and long-term planning of the enterprise, selection of optimal parameters of mining operations and improvement of mineral mining efficiency.

The developed prediction methodology has been implemented at the PivdGZK open pit and is used to estimate current and predictive reserves of the deposit and to plan mining operations in the open pit.

4. Conclusions

The article shows solution of the actual scientific and technical problem of geometrization of quality indicators of iron ore deposits. As a result, a geometrical model of the deposit is built, which makes it possible to describe patterns of spatial location of the most important quality indicators and to predict their change in the process of mining development.

The article shows that equations of random geochemical field are the most suitable for describing the character of location of quality indicators of deposits with high anisotropy of geological characteristics. These equations can be solved using self-organizing analytical methods of prediction.

A mining and geometrical method of predicting quality indicators of iron ore deposits is developed based on a mathematical model of a multidimensional random geochemical field which is implemented using self-organizing analytical prediction methods. A new multi-dimensional heuristic prediction algorithm is develop that uses a polynomial of arbitrary power and enables description of any functional dependency. It is determined that geostatistical methods are the most suitable for assessing and improving reliability of the input geological data, since detailed geological exploration is carried out by means of an irregular borehole grid.
As a result of the deposit geometrization, a grapho-analytical model of the deposit is built. It enables geometrical prediction of quality indicators of the deposit to solve the tasks of long-term and current planning to provide the most efficient performance of the mining enterprise in terms of ore blending and to improve rationalization of deposit development.

The most promising directions of geometrization of qualitative indicators of deposits include self-organizing methods of predicting spatial location of mining and geological indicators of deposits combined with geostatistical methods of assessment. These techniques require further development and extension of its application area.
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Modelowanie i predykcja wskaźników jakości rudy żelaza

W artykule zaproponowano rozwiązanie aktualnego problemu naukowego polegającego na opracowaniu geometrycznej metody prognozowania wskaźników jakości złoże rud żelaza, z zastosowaniem modelu matematycznego wielowymiarowego losowego pola geochemicznego, realizowanego z wykorzystaniem samoorganizujących metod predykcjnych. Autorzy opracowują wielowymiarowy algorytm predykcji heurystycznej, wykorzystujący wielomian o dowolnej potędze i umożliwiający opis dowolnej zależności funkcjonalnej. Wykazano, że do matematycznego opisu elementów masuwy skalnego należy zastosować układ równań wielowymiarowego losowego pola geochemicznego. Model grafoanalityczny złoża jest budowany metodami geostatystycznymi. Stwierdzono, że w przypadku złoże Kryvbas metoda krigingu jest najbardziej odpowiednia do oceny i poprawy wiarygodności wejściowych danych geologicznych, ponieważ szczegółowe badania geologiczne prowadzone są za pomocą nieregularnej siatki otworów wiertniczych. Ważnym aspektem geometryzacji złoże rud żelaza jest geometryczne przewidywanie ich wskaźników jakościowych dla rozwiązywania zadań planowania długoterminowego i bieżącego w celu zapewnienia jak najbardziej efektywnego funkcjonowania przedsiębiorstwa górniczego dla poprawy racjonalizacji zagospodarowania złoża.

Słowa kluczowe: geometracja, górnicze metody predykcji geometrycznej, metody geostatystyczne, kriging, wielowymiarowe losowe pole geochemiczne, heurystyczne algorytmy predykcji